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In this work, an n-th order Generalized Tracking Differentiator (GTD) is proposed based on sigmoid func-
tion with a continuous structure, including both linear and nonlinear parts, thus increasing the estima-
tion accuracy of the input signal and its derivatives, and overcoming the inherent issues related to the
classical Tracking Differentiators (TDs). Then, a 2nd-order version of the proposed GTD is derived and
optimized with further improvements which are reflected in the excellent behavior in the time and fre-
quency domains. Moreover, stability analysis using the method of Lyapunov analysis is also investigated
and the performance of the GTD is proven in the time and frequency domains and revealed that the pro-
posed GTD considerably reduces the ‘‘peaking phenomenon” and ‘‘noise” and eliminates the ‘‘chattering
phenomenon” from the signal derivatives. The excellent results of the proposed GTD are demonstrated
through simulations on noise-free and noisy signals and compared with the Robust Exact Uniformly
Convergent Arbitrary Order Differentiator (REUCAOD).
� 2021 The Authors. Production and hosting by Elsevier B.V. on behalf of Ain Shams University. This is an
open access article under the CC BY-NC-ND 4.0 license. This is an open access article under the CC BY-NC-

ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Real-time signals differentiation is a well-understood subject. A
perfect differentiator would have to achieve the differentiation to
the noise with perhaps a high amplitude of the derivatives as well
as the signal itself [1]. Numerous applications call for the inex-
orableness of the differentiator design, nevertheless, the ideal dif-
ferentiator cannot be constructed, together with the fundamental
signal, it would be required to differentiate the high-frequencies
components of the noise which are ingrained in the signal and
may possess large values of derivatives [2].
Building a tracking differentiator as a distinct unit is a typical
plan goal for the signal processing field. The underlying methodol-
ogy is to permit a simple dynamic model to characterize the ideal
differentiator’s transfer function. The disadvantage of this method
is that the bandwidth of the signal to be differentiated should be
less than the differentiator’s bandwidth. Otherwise, the differentia-
tor will not produce a precise differentiation for the signal [2].

Over the past two decades, the high levels of performance
demanded from control and navigation systems have initiated
numerous innovations in the design of tracking differentiators
[3]. Some of these designs, which will be considered in the devel-
opment of the proposed GTD include A Traditional High-Gain Dif-
ferentiator (HGTD) [3–5]. A trade-off between the noise tolerance
and an error about its non-existence characterizes this system. It
enables accurate differentiation when the differentiator gains have
very high values (approach infinity), which makes it practically
unrealizable. The HGTD can restrain high-frequency noises under
certain conditions. A Robust Exact Differentiator (RED) [2], uses a
sliding mode technique in its design and, to its disadvantage,
license.
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requires an upper limit for the Lipschitz constant of its derivative.
The differentiation suffers from the chattering phenomenon due to
the existence of a non-smooth discontinuous function. The RED is
desirable in high accuracy systems with a lightly noise-
contaminated environment. A Hybrid Continuous Nonlinear Differ-
entiator (HCND) [6], this system has the advantages of enhanced
dynamic performance and the capacity to mitigate the chattering
phenomenon and noises, due to its continuous structure, which
comprises both linear and nonlinear terms. The Rapid Convergent
Nonlinear Differentiator (RCND) [7]. While the RCND is not suit-
able for a delayed signal application, it effectively enhances
dynamic performance and inhibits high-frequency noise. Robust-
ness is optimized by the integration of sliding mode items and a
linear filter, and the system further mitigates the chattering phe-
nomenon in the output of derivative estimations. The Robust Exact
Uniformly Convergent Arbitrary Order Differentiator (REUCAOD)
[8], developed from the basis of a High Order Sliding Mode (HOSM)
differentiator. This type of tracking differentiator is characterized
by two features, namely finite-time accurate convergence, despite
the presence of perturbation, and uniform convergence of the ini-
tial differentiator errors. The sole condition is that the n-th deriva-
tive is uniformly bound by a known constant for a signal to be
differentiated ðn� 1Þ times. As the HOSM differentiator does not
have uniform convergence concerning the initial differentiation
errors, the time required for the convergence might grow indefi-
nitely simultaneously with the growth of the initial differentiation
error. The latter’s trajectories are, therefore, driven independently
into a neighboring compact zone using the uniform part, and it is
the role of the HOSM differentiator to return the differentiation
error to zero within a specified time.

In practice, many applications have been proposed based on
TDs to achieve high-performance control, such as an autonomous
underwater vehicle (AUV) in the diving plane to control its pitch
and depth [9], single-phase active power filters to detect the har-
monic currents [10], detection systems of geomagnetic attitude
[11], speed control of permanent magnet DC (PMDC) motor [12],
dynamic speed control of differential drive mobile robot (DDMR)
[13], motion control of Unmanned Aerial Vehicle (UAV) [14]. More-
over, practical interest in system identification is driven by difficul-
ties associated with deriving models from physical principles. Such
models are useful for enhancing physical understanding; analyzing
system properties; and performing simulation, prediction, filtering,
state estimation, monitoring, and fault diagnosis as well as control.
This makes the TDs are leading in system identification applica-
tions. Finally, an example of the usage of TDs in other engineering
disciplines is described in [15]. In [16], a sigmoid function-based
augmented nonlinear differentiator was presented. The conver-
gence property was investigated via singular perturbation theory
and The robustness performance against noises was analyzed
through describing function method. In [17], a higher-order deriva-
tive is obtained by connecting the proposed differentiator in series.

In this paper, an n-th order Generalized Tracking Differentiator
(GTD) is proposed based on sigmoid function and its convergence
is proven using Lyapunov Function. It offers a continuous structure,
including both linear and nonlinear terms. Then, a 2nd order ver-
sion of the proposed tracking differentiator is derived and opti-
mized with further developments which have been reflected in
the excellent behavior of the proposed 2nd order GTD in the time
and frequency domains. Based on the aforementioned, the GTD
overcomes the inherent issues related to the classical TDs.

The main contributions of this paper are twofold. Firstly, an n-th
order Generalized Tracking Differentiator (GTD) is proposed based
on the sigmoid function to generate an (n-1) derivatives of the sig-
nal in noisy and noise-free environments. It offers a continuous
structure, including both linear and nonlinear terms. Secondly,
the convergence of the GTD is proven using Lyapunov functions
2

and its behavior is analyzed in time and frequency domains, where
certain conditions on the parameters of the proposed GTD are
derived for optimum differentiation of noisy signals. As far as the
authors of this paper know, no structure and convergence analysis
similar to what is presented in this paper are found in the
literature.

The paper is structured as follows. Section 2 states the problem
with this work. A presentation of the proposed GTD and the perti-
nent stability analysis are investigated in Section 3. The numerical
simulations confirming the soundness of the offered configuration
are demonstrated in section 4. Finally, the conclusions are men-
tioned in Section 5.

2. Problem Statement

Generally speaking, the differentiator is an estimator, which is
independent of the model. Given a signal rðtÞ that may be contam-
inated with noise. Approximately, the differentiator of a certain
signal r sð Þ can be expressed as a linear operator as s

ssþ1 r sð Þ . This
approximation is relatively vulnerable to the presence of noise in
rðtÞ because it is strengthened by a factor of 1=s . The real-time
tracking dynamic differentiation problem involves finding an esti-
mate of the input signal rðtÞ and its derivatives up to the (n-1)-th
order, these estimations are represented as r1; r2; � � � ; andrn ,
respectively. The dynamics of the n-th order nonlinear differentia-
tor is described as:

_r1 tð Þ ¼ r2 tð Þ;
_r2 tð Þ ¼ r3 tð Þ;

..

.

_rn tð Þ ¼ f r1 tð Þ � r tð Þ; r2 tð Þ; � � � ; rn tð Þð Þ:

8>>>><
>>>>:

ð1Þ

Proposing the nonlinearity f in the structure of the differentia-
tor increases the estimation accuracy of the input signal and its
derivatives, but on the other hand, it may introduce several
unwanted phenomena such as ‘‘chattering phenomenon”, ‘‘peaking
phenomenon”, and ‘‘noise amplification”. It is required to select the
special structure of the differentiator that includes some type of
nonlinearities to overcome such difficulties. Moreover, the stability
of the differentiator in the sense that ri tð Þ is convergent to rði�1Þ tð Þ ,
i 2 f1;2; � � � ; ng must be ensured.

3. The proposed Generalized Tracking Differentiator (GTD)

The proposed nonlinear tracking differentiator is illustrated in
this section. Firstly, an n-th order generalized model for the track-
ing differentiator based on sigmoid function is presented and its
convergence is proven. Then, a 2nd order version of the proposed
tracking differentiator is derived. To investigate the proposed
tracking differentiator, a definition of the sigmoid function is pre-
sented in the following.

Definition 1 ((Simple sigmoid functions)). [18]: A function
u : R ! ð�1;1Þ is supposed to be a sigmoid. The sigmoid function
suits the conditions:
1. The function uð�Þ is a smooth, i.e., uðxÞ 2 C1 ,
2. uð�Þ is an odd function,
3. the function uð�Þ satisfies lim

x!�1
u xð Þj j ¼ 1 .

Since a very large domain is mapped to a small range by the sig-
moid function, it is called the ‘‘squashed function” [18]. A list of sig-



Table 1
List of sigmoid functions.

Sigmoid function u xð Þ
Hyperbolic tangent function [18,19] tanh xð Þ
Elliott squash function [19] x

1þ xj j
Specific algebraic function [18] xffiffiffiffiffiffiffiffi

1þx2
p

Logistic function [18,20] 2
1þe�x � 1

Rational functions and absolute value xþ2x3
1þ xþ2x3j j
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moid functions is given in Table 1 and Fig. 1 illustrates the curve of
each function.

The proposed GTDs have the following solid points against
other tracking differentiators. These points are listed below:

i. The proposed tracking differentiator is built using a smooth
nonlinear functionuð�Þ instead of the signð�Þ function used in
most of the conventional nonlinear differentiators. This is an
essential step toward preventing the chattering phe-
nomenon from the output derivatives.

ii. A second improvement is accomplished by combining both
the linear and the nonlinear terms. The benefits of this are
clear in suppressing high-frequency components in the sig-
nal, such as noise. In addition, with this feature, the pro-
posed GTD showed a better performance than those of
other tracking differentiators.

iii. The saturation feature of the function uð�Þ increases the
robustness against noisy signals. This is because for large
errors, even with a wide range of noise, it is mapped to a
small domain set of the function uð�Þ .

iv. Increasing the slope of the continuous function uð�Þ near the
origin significantly accelerates the convergence of the pro-
posed tracking differentiator.
Assumption A1:. The function u in Definition 1 is an odd function
with

w yð Þ ¼
Z y

0
u uð Þdu � 0
Fig. 1. Some selected s

3

Assumption A2:. There exists an asymptotically stable linear dynam-
ics given below,

_z1 sð Þ ¼ z2 sð Þ;
..
.

_zi sð Þ ¼ ziþ1 sð Þ;
..
.

_zn sð Þ ¼ �a1z1 sð Þ � a2z2 sð Þ � � � � � anzn sð Þ:

8>>>>>>>><
>>>>>>>>:

ð2Þ

ai > 0; i ¼ f1;2; � � � ;ng
The system given in (2) can be symbolized, i.e., _z ¼ Az , where A

is a Hurwitz (stable) matrix given by

A ¼

0 1 0
0 0 1
..
. ..

. ..
.

� � � 0 0
� � � 0 0
. .
. ..

. ..
.

0 0 0
0 0 0

�a1 �a2 �a3

� � � 1 0
� � � 0 1
� � � �an�1 �an

0
BBBBBBBBB@

1
CCCCCCCCCA

ð3Þ

Every root of the characteristic polynomial given by kI � Aj j ¼ 0
has a negative real part.

Assumption A3:. V : Rn ! Rþand W : Rn ! Rþ are candidate Lya-
punov functions that are continuously differentiable, VðzÞ is extant

along with the solution of (2) with @V
@zi

��� ��� < M; i 2 f1;2; � � � ;ng and

_V ¼ �W .
Theorem 1 ((nth order GTD):). If the signal r(t) is differentiable and
t 2 ½0;1Þsup r n�1ð Þ tð Þ�� �� � B
Then, the differentiator described by,

_r1 tð Þ ¼ r2 tð Þ; r1 0ð Þ ¼ r10
_r2 tð Þ ¼ r3 tð Þ; r2 0ð Þ ¼ r20

..

.

_rn tð Þ ¼ �a1R
nu r1 tð Þ � r tð Þð Þ

�a2R
n�1r2 tð Þ � � � � � anRrn tð Þ; rn 0ð Þ ¼ rn0

8>>>>>>><
>>>>>>>:

ð4Þ
igmoid functions.



Wameedh Riyadh Abdul-Adheem, Ibraheem Kasim Ibraheem, A.J. Humaidi et al. Ain Shams Engineering Journal 13 (2022) 101656
is convergent in the sense that, r1 tð Þ is convergent to r tð Þ as
R ! 1 .

Proof:. Assume, t ¼ s
R . Then

_ri tð Þ ¼ driðtÞ
ds

ds
dt ¼ R driðtÞ

ds for i 2 1;2; � � � ;nf g: (5)
Combining (4) and (5) yields

R dr1ðsRÞ
ds ¼ r2 s

R

� �
R dr2ðsRÞ

ds ¼ r3 s
R

� �
..
.

R
drn s

Rð Þ
ds ¼ �a1R

nu r1 s
R

� �� r s
R

� �� �
�a2R

n�1r2 s
R

� �� � � � � anRrn s
R

� �

8>>>>>>>>><
>>>>>>>>>:

ð6Þ

Then,

dr1 s
Rð Þ

ds ¼ 1
R r2

s
R

� �
dr2 s

Rð Þ
ds ¼ 1

R r3
s
R

� �
..
.

drn s
Rð Þ

ds ¼ �a1R
n�1u r1 s

R

� �� r s
R

� �� �
�a2R

n�2r2 s
R

� �� � � � � anrn s
R

� �

8>>>>>>>>>><
>>>>>>>>>>:

ð7Þ

Let,

z1 sð Þ ¼ r1 s
R

� �� r s
R

� �
;

zi sð Þ ¼ 1
Ri�1 ri s

R

� �
; i 2 2;3; � � � ;nf g:

(
ð8Þ

It follows that,

dz1 sð Þ
ds ¼ dr1 s

Rð Þ
ds � dr s

Rð Þ
ds

dzi sð Þ
ds ¼ 1

Ri�1

dri
s
Rð Þ

ds ; i 2 2;3; � � � ;nf g:

8<
: ð9Þ

This together with (9) gives,

dz1 sð Þ
ds ¼ 1

R r2
s
R

� �� dr s
Rð Þ

ds
dz2 sð Þ
ds ¼ 1

R2
r3 s

R

� �
..
.

dzn sð Þ
ds ¼ 1

Rn�1 �a1R
n�1u r1 s

R

� �� r s
R

� �� �� a2R
n�2r2 s

R

� � � � � � anrn s
R

� �h i

8>>>>>>><
>>>>>>>:

ð10Þ
This results in,

_z1 sð Þ ¼ 1
R r2

s
R

� �� dr s
Rð Þ

ds

_z2 sð Þ ¼ 1
R2
r3 s

R

� �
..
.

_zn sð Þ ¼ �a1u r1 s
R

� �� r s
R

� �� �
�a2R

�1r2 s
R

� �� � � � � an
1

Rn�1 rn s
R

� �
:

8>>>>>>>>><
>>>>>>>>>:

ð11Þ

substituting (8) in (11) gives

_z1 sð Þ ¼ z2 sð Þ � dr s
Rð Þ

ds
_z2 sð Þ ¼ z3 sð Þ

..

.

_zn sð Þ ¼ �a1u z1 sð Þð Þ � a2z2 sð Þ � � � � � anzn sð Þ:

8>>>>><
>>>>>:

ð12Þ

Select the candidate Lyapunov function V zð Þ based on Assump-
tion A3. Then,

_V
���
alongð12Þ

¼
Xn
i¼1

@V
@zi

_zi
4

¼
Xn�1

i¼1

@V
@zi

ziþ1 � @V
@z1

dr s
R

� �
ds

þ @V
@zn

�a1u z1 sð Þð Þ � a2z2 sð Þ � � � � � anzn sð Þð Þ ð13Þ

It follows that,

_V ¼
Xn�1

i¼1

@V
@zi

ziþ1 þ @V
@zn

�a1z1 sð Þ � a2z2 sð Þ � � � � � anzn sð Þð Þ

� a1
@V
@zn

u z1 sð Þð Þ þ a1
@V
@zn

z1 sð Þ � @V
@z1

dr s
R

� �
ds

ð14Þ

From Assumptions A2 and A 3, we have,

_V ¼ �W � a1
@V
@zn

u z1 sð Þð Þ � z1 sð Þð Þ � @V
@z1

_r tð Þ1
R

ð15Þ

Then,

_V � a1M u z1 sð Þð Þ � z1 sð Þj j þMB
R

ð16Þ

For small values of a1 around zero and large value of R in the
above equation, we obtain

lim
R!1a1!0

_V zð Þ � 0: ð17Þ

Then the solution of (12) is Globally Asymptotically Stable
(GAS) based on LaSalle’s Invariance principle [21]. It follows that
lim
R!1

z1 ¼ 0 . From (8) we get

lim
R!1

r1 ¼ r ð18Þ

A 2nd order Generalized Tracking Differentiator (2nd GTD) can
be deduced from (4) as follows,

_r1 tð Þ ¼ r2 tð Þ;
_r2 tð Þ ¼ �R2u r1 tð Þ � r tð Þð Þ � Rr2 tð Þ:

(
ð19Þ

A 2nd order Improved Generalized Tracking Differentiator
(IGTD) is constructed from (19) by letting the function u in Defini-

tion 1 is expressed as u r1; r;a; b; cð Þ ¼ tanh br1� 1�að Þr
c

� �
, a1 ¼ a2 ¼ 1 .

Then the 2nd order IGTD is given as

_r1 ¼ r2
_r2 ¼ �R2 tanh br1� 1�að Þr

c

� �
� Rr2

(
ð20Þ

where r1 tracks the input r, and r2 tracks the differentiation of
input v. The coefficients a; b; c; are appropriate design parameters
added to improve the performance of the original GTD, where
0 < a < 1; b > 0; c > 0; andR > 0:

Remark 1:. The improvements added to (19) to obtain the IGTD of
(20) are presented and discussed in a conference paper [22],where the
convergence and the stability analysis of such improvements are
analyzed in detail. In the next, we will investigate the effectiveness of
the proposed 2nd order IGTD.
4. Numerical example

4.1. Numerical results

Some numerical simulations are demonstrated in this section
using the second-order IGTD expressed as,

_r1 ¼ r2
_r2 ¼ �a1R

2tanh br1� 1�að Þr
c

� �
� a2Rr2

(
ð21Þ



Fig. 2. Tracking input signal rðtÞ and its 1st derivative using:

Fig. 3. Tracking input signal rðtÞ and its 1st derivative using IGTD.
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The numerical simulations are implemented under MATLAB
environment with 4th order Runge-Kutta method and a step size
of 2� 10�3 . It was considered that t0 ¼ 0; tf ¼ 2sec , and r 0ð Þ ¼ 0
. These simulations involve a comparison of the offered second-
order IGTD given by (21) with the REUCAOD [8] given in Appendix
A. The second-order IGTD was tested using the signal
sinð2ptÞ þNðtÞ as the input signal rðtÞ , an analog signal that is
planned to be calculated in a continuous fashion. While the noise
component NðtÞ adopted in this work as a sinusoidal function
with the next two cases:

1. Low-frequency noise component with an amplitude of 0.001,
N tð Þ ¼ 0:001 sin 2p� 10tð Þ:

2. High-frequency noise component with an amplitude of 0.1,
N tð Þ ¼ 0:1 sinð2p� 100tÞ .

The performance indices that are utilized in this work to
demonstrate the performance of the second-order IGTD are
explained as [23]:

1. Integral Absolute Error (IAE)

IAE ¼
Z tf

0
eðtÞj jdt

2. Mean Square Error (MSE)

MSE ¼ 1
tf

Z tf

0
eðtÞ2dt

3. Integral time Square error (ITSE)

ITSE ¼ R tf
0 teðtÞ2dt , and

4. Integral Time Absolute Error (ITAE)

ITAE ¼
Z tf

0
t eðtÞj jdt

where e tð Þ ¼ 2p cos 2ptð Þ � z2 is the estimation error for the
derivative. The set of parameters for each tracking differentiator
used in the comparison in addition to our proposed 2nd order IGTD
are listed in Table 2. For the first case, with
rðtÞ ¼ sin 2ptð Þ þ 0:001 sinð2p� 10tÞÞ , the results of the tracking
differentiator used in the comparison are shown in Fig. 2, while
Fig. 3 shows the result for the proposed 2nd order IGTD. The afore-
mentioned performance indices are calculated for these tracking
differentiators including our proposed 2nd order IGTD and they
are presented in Table 3. The tuning process of the IGTD units
and the conventional differentiator has been accomplished using
a Genetic Algorithm (GA) under a MATLAB environment, minimiz-
ing the aforementioned performance indices.

It can be seen from simulations that the proposed 2nd-IGTD
presented an accurate estimation for the input signal and its
derivative. While the other tracking differentiator also produced
good tracking for the input signal and its derivative, some of them
suffered from the peaking phenomenon at the beginning of the
simulation time and/or exhibited ‘‘phase lag” in the tracking due
to the integrating action extant in their structures.
Table 2
The tracking differentiators Parameters.

Differentiator Parameters

REUCAOD k1 = 13.3658, k2 = 221.520, j1 = 33.1453,
j2 = 398.5198, a = 0. 8782, Tu = 0.000089

RCND e=0.0017, a = 0.5901,a10 = 9.8700, a11 = 9.4270, a20 = 4.5771,
a21 = 5.4168

Proposed
2nd order
IGTD

a = 0.9176,b = 3.0190,c = 0.0566,R = 97.9777, a1 = 2.7962,
a2 = 3.2942

5

While for the second test with the high-frequency noise compo-
nent, where rðtÞ ¼ sin 2ptð Þ þ 0:1 sinð2p� 100tÞÞ , the bandwidth
xn is reduced by increasing the value of the c parameter and
reducing the values of both the Randb parameters. The reason for
this reduction will be explained immediately following the simula-
tion results. The new parameters of the proposed 2nd-IGTD in this
test are selected as b ¼ 1:8228 , c ¼ 0:1945 , and R ¼ 11:7409 .
Figs. 4 and 5 present the result of tracking both the suggested
rðtÞ and its 1st derivative. As in Table 3, Table 4 shows the enhance-
ment of the proposed 2nd-IGTD performance. Figs. 6 and 7 illus-
trate the delay associated with both differentiators. It is easy to



Table 3
Performance indices values of case 1.

Tracking
Differentiator

MSE IAE ITAE ITSE

REUCAOD 0.10232 0.21279 0.16578 0.02218
RCND 0.02096 0.18175 0.16954 0.02425
IGTD 0.00356 0.08747 0.08489 0.004895

Fig. 4. Tracking input signal rðtÞ and its 1st derivative in the presence of noise
using: (a) REUCAOD (b) RCND.

Fig. 5. Tracking input signal rðtÞ and its 1st derivative in the presence of noise using
IGTD.
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notice the relatively large delay associated with the REUCAOD
tracking differentiator (see Fig. 6) concerning the negligible delay
(delay-free) for the IGTD (see Fig. 7).

More numerical simulations are demonstrated in this section
using the 3rd-order IGTD whicxh is expressed as,

_r1¼r2
_r2¼r3

_r3 ¼ �a1R
3tanh br1� 1�að Þr

c

� �
� a2R

2r2 � a3Rr3

8<
: ð22Þ

The results of these simulations are shown in Fig. 8.
It is clear from Table 3 that the proposed 2nd-IGTD showed a

big reduction in the four performance indices. The presence of
noise in the input signal had a minimum effect on the estimated
derivative of the input signal. This case is reflected in the results
listed in Table 4. The proposed 2nd-IGTD proved superior to the
REUCAOD tracking differentiator by solving the common issues
already extant in the conventional differentiators. One of these
issues is the ‘‘peaking phenomenon”. This phenomenon is reduced
by considering the proposed 2nd-IGTD of (21) with an optimized
set of parameters, a1, and a2. Besides, the proposed 2nd-IGTD elim-
inated the ‘‘phase lag” problem that is extant in most of the conven-
tional tracking differentiators. This is due to the scaling parameters
a and b. The input scaling parameter a reduces the values of the
input signal r(t) level by (1- a), while the scaling parameter b
amplifies the level of the output signal r1(t), and thus accelerates
the tracking phase. Finally, for signals contaminated with ‘‘noise
NðtÞ ”, it is clear that as the frequency of the noise component
NðtÞ increases regardless of the amplitude level of NðtÞ , the pro-
posed 2nd-IGTD shows a significant performance improvement.
This improvement is due to the reduction in the bandwidth xn

of the 2nd-IGTD, and since the frequencies of the noise are much
higher than xn , this makes the proposed 2nd-IGTD act as a
band-limiting attenuator to NðtÞ . The 3rd IGTD presented in
Fig. 8 shows a highly accurate estimation of the 2nd order deriva-
tive, this is done by expanding the 2nd IGTD by adding an addi-
tional state to the differentiator.
4.2. Discussion

The proposed GTDs have the following solid points against other
tracking differentiators. The proposed tracking differentiator is
built using a smooth nonlinear function u(∙) instead of the sign(∙)
function used in most of the conventional nonlinear TDs. This is
an essential step toward preventing the chattering phenomenon
from the output derivatives. A second improvement is accom-
plished by combining both the linear and nonlinear terms. The ben-
efits of this are clear in suppressing high-frequency components in
the signal, such as noise. Also, with this feature, the proposed GTD
showed a better performance than that of the REUCAOD tracking
differentiator. The saturation feature of the function u(∙) increases
the robustness against noisy signals. This is because for large errors,
even with a wide range of noise, it is mapped to a small domain set
of the function u(∙). Large values of the function’s slope around the
origin substantially speed up the proposed IGTD on the account of
the chattering phenomenon in the differentiator’s output profile.
Finally, the proposed GTD can be used in feedback control systems
and integrated with one of the control designmethods like [24–35].



Table 4
Performance indices values of case 2.

Differentiator MSE IAE ITAE ITSE

REUCAOD 2.18345 2.44571 2.45583 3.96309
RCND 161.3472 23.5615 23.5686 322.8788
IGTD 0.56481 1.00870 0.85090 0.53201

Fig. 6. Actual derivative signal rðtÞ and its Estimated 1st derivative using: (a) REUCAOD (b) RCND.
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5. Conclusion

A GTD is developed based on the sigmoid function to generate a
smooth reference signal profile (i.e., the signal itself and its (n-1)
derivatives). It encompasses a continuous structure with linear
and nonlinear parts and offers an accurate tracking and high
robustness against measurement noise which satisfies the high
requirements for the underlying applications. The proposed GTD
is proven to be globally asymptotically stable and accomplishes
smooth and fast-tracking to the input signal and its derivatives.
7

Some improvements have been added to a 2nd order version of
the proposed GTD and the simulations showed that the improved
differentiator, namely, 2nd-IGTD considerably diminishes ‘‘peaking
phenomenon” and ‘‘noise” and totally eliminates the ‘‘chattering
phenomenon” from the signal profile and presents better results
as compared to REUCAOD one in terms of MSE, ITAE, IAE, ITSE per-
formance time-domain measures. Finally, since the proposed IGTD
is a system of nonlinear ordinary differential equations (ODEs),
then, as a future work, it can be accurately solved by a numeric-
analytic approach, i.e., the Adomian Decomposition Method



Fig. 7. Actual derivative signal rðtÞ and its Estimated 1st derivative using IGTD.
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(ADM) and its variant, namely, the multistage ADM as explained in
[36–38].
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Fig. 8. Response of the 3rd-order IGTD, (a) Input signal rðtÞ and its Estimation using
IGTD,(b) Actual 1st derivative signal rðtÞ and its Estimated 1st derivative using
IGTD, (c) Actual 2nd derivative signal rðtÞ and its Estimated 2nd derivative using
IGTD.
Appendix A

A.1 Robust exact uniformly convergent arbitrary order differentiator
(REUCAOD)

The REUCAOD originated from the high order sliding mode differ-
entiator. It was developed in [8] as follows:

_r1 ¼ r2 � j1h r1 � rj j12sgn r1 � rð Þ
�K1 1� hð Þ r10� rj j2þa2 sgn r1 � rð Þ

_r2 ¼ �j2hsgn r1 � rð Þ � K2 1� hð Þ r1 � rj j1þasgn r1 � rð Þ

8>><
>>: ðA:1Þ

where j1;j2; k1; k2; h; anda are appropriate design parameters.
The differentiator is uniformly finite-time exact when its parame-
ters are selected as follows:

(i) jif gni¼1 are selected based on the bound L of the n-th deriva-
tive of the signal using the formulas in [39].

(ii) a > 0 is chosen small enough and Kif gni¼1 are selected such
that the following matrix is Hurwitz:

A ¼

�K1 1 0 � � �0
�K2 0 1 � � �0
..
.

�Kn

..

.

0

..

.

� � �00

0
BBBB@

1
CCCCA ðA:2Þ

(iii) the function h : [0, 1) ! {0,1} is selected as

h tð Þ ¼ 0ift � Tu

1otherwise

�
ðA:3Þ

With some arbitrary chosen Tu > 0
A.2 Rapid Convergent Nonlinear Differentiator (RCND)
The RCND improved the dynamic performance effectively. Also,

high-frequency noise can be suppressed sufficiently. The chatter-
ing phenomenon can be prevented in the output of the derivative
estimation. Moreover, a degree of high robustness is obtained by
integrating sliding mode terms and a linear filter. Finally, the dif-
8

ferentiator is not appropriate for delayed signals. The RCND can
be formulated in the following state-space representation [7]:
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_r1 ¼ r2;

e2 _r2 ¼ �a10 r1 � rð Þ � a11sig r1 � rð Þ a
2�a � a20er2 � a21sig er2ð Þa:

(

ðB:1Þ
Where a 2 0;1ð Þ is the perturbation parameter,

a10; a11; a20; anda21 are positive constants, and
sig yð Þ ¼ yj jasgn yð Þ;a > 0:
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